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A New Approach for Reversible Online Testability with No
Ancillary Inputs and Garbage Outputs

Hafiz Md. Hasan Babu
Department of Computer Scicnce and Engineering
University of Dhaka, Dhaka-1000. Bangladesh
Email: hafizbabu@du.ac.bd

Abstract: This paper proposes a cost-cfficient reversible online testable unit, We have presented an
efficient technique for designing the compact reversible online testable unit with the optimum time
complexity. We show that the proposed online testable technigue has time complexity Otlogan). whereas
the best known existing technique has Ofn). where  is the number ol inputs in the reversible circuit. In
addition, our design proposes {hree new reversible online testing blocks: An Input Copying Block (1CB)
for copying the inputs of the given reversible ESOP (Exclusive-OR Sum of Products) [unction. an Output
Copying Block (OCB) for copying the required outputs of the proposed online festable circuit and a
Myriad Feynman Gate Block (MFGB) that acts as the error detection band for checking online testability
of the proposed reversible circuit. Moreover, the proposed reversible online testable cireuit is the first
ever online testable in the literature till now. which is garbage and ancilla free. The comparative study
using benchmark functions shows that the proposed online testable circuit performs beter than the
existing ones in terms of quantum gates, delays. area and power, i.e., on an average. the proposed online
testable circuit improves 68.34%, 38.23%. 75.84%. 17.36%and 35.82% in terms of area. power, delay,
quantum cost and on the number of transistors. respectively, than the best known existing one.

Keywords: Online testability, Quantum cost, Garbage output, ESOP, Benchmark function.
1. Introduction

Reversible logic is an unprecedented logic by which a reversible cireuit ean recover the bit loss from its
mapping of unique input and output vectors, whereas an irreversible or a conventional logic is unable to
recover its inputs from its output patterns or vice versa and thus it losses information. Now-a-days,
reversible logic has been immensely used in various applications such as power efficient device, DNA
computing, quantum computing [1] and nanotechnology [3]. In 19605, Landauer |2] vigorously proved
that the losing of each bit of information dissipates the significant amount of energy [3] which is at least
KT+ In2 joules, where K is the Boltzmann constant and T is the temperature [3] at which the system is
operating. As reversible logic has one-to-one correspondence [4, 5] between its mput and output vectors,
no information is lost approximately in this technique and probably zero power dissipation would be
achieved. As such. reversible logic would be a solution in the pave of nano-technological nourishment era
[3]. Though reversible circuits consist of reversible gates [4], the performance of a reversible circuit
depends on some matrices such as area, power, delay, quantum cost and number of gates ete. Key
challenge is to overcome these impediments and optimize these parameters as much as possible [6. 22].

Testing is an important part of reversible logic since it is necessary to make sure that the resulting
reversible cireuit is fault free. A very few previous rescarch works have been done on testable reversible
cireits, In reversible logic. testing can be one of the major problems, as the levels of reversible logic are
significantly higher than the standard logic. Testing approaches of reversible circuits are at the beginning
of development. and the recent approaches are deseribed in [16-20],
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thus it can able to detect the fault [ 15].
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Five main contributions are addressed in this paper are us follows:

* A new reversible online lestable technigue has been introduced with the ‘optimum  me
complexity till now in the literature.

*  Ancw reversible input copying block and an output copying block circuits are presenied with the
fewest number of quantum gates, '

o Adistinct Feynman gate, namely, MFGRB has been introduced with the optimal quantum cost that
serves as an error detection band prohibiting garbage outputs from passing as outputs.

* A reversible online testable circuit is presented using the proposed online testable technique, two
cireuit blocks and a distinet Feynman gate with the optimum number of quantum gates, area,
power, delay and transistors with no ancillary inputs and garbage outpuls.

*  The proposed online testable circuit is also compared with the existing ones in terms of area and
power, and with the help of lemmas and theorems, the reversibility and efficiency of the proposed
online testable circuit has also been established.

In the next section. we have discussed basic definitions and propertics of reversible circuits. In Section
11, we have discussed the earlicr approaches and their limitations, In Section TV, we have deseribed our
motivation towards designing a new reversible online testable circuit. In Section V. we have proposed a
fast online testable technique and designed the testable circuit. In Scetion VI we have discussed
performance analysis of the proposed method. Last of all, we have concluded the paper in Section VII.

2. Basic Definitions of Reversible Gates and Their Properties

In this section, we have represented the basie ideas and definitions of some of the properties Df'rwe_mibl'e
logic.
2.1 Reversible Gate

Reversible gate is an a-input. #-output circuit that produces a unigue output pattern [4, 23-24] for each
possible input pattern (one-to-one correspondence). For an n < reversible gate if the input vector be I,
and the output vector be Oy, then /, = Iy, L L..1,) and O, = (0,, 05 0;...0,). The relationship between
these vectors is denoted as (£, «»0,) [4. 23-24]. A block diagram of an n>n reversible gate is shown in
Fig: 1.

Sl it =
n_: 3 aversiple ¢

. Gate ¢ 92
In 2 —=2 _ On

!
Fig. 1: Block diagram of an # * i reversible gate

2.2 Reversible Parity Preserving Gate __

Reversible parity preserving gate is used to detect the error of a reversible gate which constantly preserves
the same parity between inputs and outputs. This property is /,@ 1-&... @1, =0, B0 @... 0, which
allows to detect a faulty signal from the circuit’s primary outputs [15].When' a reversible circuit is
mplemented using only parity preserving reversible gates. the whole circuit itself preserves the parity and
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2.3 Online Testability

According to [19], there are two types of testing approaches: Online (concurrent lesting) and Offline
{non-coneurrent testing). or both can be combined. Online testing approach is working while the system
is performing its normal aperation which allows faults to be detected in real time [24].

2.4 Quantum Cost

Quantum cost can be computed by substituting the reversible gates of a cireuit by a cascade of elementary
quantum gates [ 1. 7]. Elementary quantum gates realize the quantum circuit that are inherenily reversible
and manipulate qubits rather than pure logic values [10]. Quantum cost of the reversible circuit is the
number of basic quantum gates that the circuit consists of |1, 7. 10]. Graphical representation ol basic
quantum gates. ie.. NOT, CNOT. Controlled-V and Controlled-V™ are shown in Fig.2(a). Fig.2(b),
Fig.2(c) and Fig.2(d). respectively.

¥ >
> ]
g -
(a) NOT Quantum Gate [10] (b ONOT Quantum Gate [10]
“") =y I.b IJ‘:._’_I'A;
Bs if A thep > — V=it A then
Y(B) else B V(6] etie
(¢) Controlled-V Gate [10]. (d) Controlled-V™ Gate [10],

Fig. 2: Basic quantum gates

2.5 Garbage Outputs and Constant Inputs

An unwanted or unused output of a reversible gate which is not used as the input of other reversible gates,
is known as a garbage ontput. Garbage outputs are needed only to maintain the reversibility, Heavy price
is paid off for each garbage output [22]. Constant inputs are the inputs of a quantum gate (or circuit) that
are either set o 0 or 1 [6]. Constant inputs are also known as ancillary inputs (6],

2.6 Delay

The delay of a reversible circuit is proportional ta the depth of the circuit [7]. The number of stages in the
quantum representation off a reversible circuit is called the depth of the circuit [7]. Delay time in a
transistor-based circuit 1s calculated using the formula Deluyypn=RC. where € is the total
capacitance and R is the effective resistance of the circuit [21], The delay of an ¢lectronic device must be
kept minimum for making it faster [7, 21].

3. Background Study of Existing Online Testable Approaches

; In this seetion. we have discussed some previous approaches for constructing online testable reversible
— cireuits. We have also analvzed design issues and performance metries with benefits and limitations of
these approaches.

_ ‘ Publiched By ,:BE Bangladesh Computer Society
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3.1 Online Testable Approach Using R1, R2 and R Reversible Gates [16]

Vasudevan et al. [16] proposed an approach for designing online testable reversible circuils using
reversible gates. This approach proposcs three new reversible logic gates. namely R1, R2 and R reversible
gates. Gale R1 implements arbitrary functions and R2 incorporates online testability features into the
cireuit. R1 can gencrate all Boolean functions by setting different values in its mpm lines. R2 gate is used
in the ciréuit to determine if there is any single bit faull in R gate or initself. 1f R1 is fault free. the pmty
» output of R1 and the parity output of R2 should be camplement (v cach other, which is tested using a (wo-
pair rail checker. Otherwise, the cireuit is assumed to be faulty. This technigue is easier to implement for
detecting single bit faults. Main dlsadvumag:.s of this method are as follows: it generates huge garbige
outputs, requires a large number of constant inputs as well as area, power and delay to check the online
testability. Morcover. faults may occur due to excessive garbage outputs which also makes the final
} output of the circuit faulty although the eircuit is not actually faulty.
3.2 Online Testable Approach Using Testable Reversible Cells |20]
Mahammad et @l [20] proposed an approach that converts an existing reversible cireuit to an online
testable circuit. This approach consists of the following steps: Firstly, it transforms an #r+n reversible
5 circuit (gate) into-an (n+1)*(n+1) reversible circuit (namely, DR, (deduced reversible gate-a) by adding
an additional input and an additional output with the initial circuit (gate). Secondly. it adds an
(0 <(n+d) reversible circuit(Deduced reversible gate-b. DRy) with the previous circuit [DR) 10
caleulate the parity of the initial circuit. Thirdly. the reversible circuits DR, and DR, arc combined
together to construet a testable reversible cell (TRC), Lastly. two parity outputs from each TRC cell are
combined together to form a test cell(TC) o detect the error of the onling testable ciréuit. This method has
less time complexity and it requires fewer quantum gates than [16]. However, it still requires huge delay,
quantum cost. area, power, garbage outputs and ancillary inputs,

3.3 Online Testing of ESOP-Based Circuits [18]

\Jayecm et al. pruposed an approach [ 18] for online testing of an ESOP-based circuit [17]. To convert an
ESOP circuit into an online testable circuit, this appmach adds some additional NOT and CNOT quantum
‘gates as shown in Fig. 2(a) and Fig. 2(b). respectively. A special representation of a Toffoli gate is the
extended Toffoli gate (ETG) [18],which is also used in the paper to replace the conventional Toffoli gates
of the ESOP ¢ircuit. A parity line is required for detecting a fault which is initialized with a 0 (zero). In
the paper, an n-bit Toffoli gate is replaced by an (n+7)-bit ETG gate, where the last (n+ /") bit of the ETG
gate is connected 10 the parity line. The method works as follows: Firstly. n bits of the ETG gate are same
as that of an n-bit Toffoli gate for the function or an expression. Secondly, EXOR operation is performed
of each input line with the parity line in the given circuit and thirdly, EXOR operations of both input and
output lines are performed with the parity line. This method makes all benchmark functions online
testable in an efficient and Faster way than existing techniques [16, 20]. and reduces gate level delays, but
it still requires a large number of garbage outputs and constant inputs which causes faules at the final
output of the cireuits thou&h the ciruits are not actually faulty. Morcover, it has an overhead of huge
delay. area and power although it is more compact than [16.20] in terms of number of gates. quantum cost
and garbage outputs. g

4. Motivation Towards the New Concept of Reversible Online Testing

In this paper, the scope of the optimization of time complexity as well as eradication of garbage outputs
and constant inputs has been addressed, which has motivated to introduce a completely new and an
efficient technique of reversible online testing with the optimum time complexity, where the proposed
technique works like the existing Dynamic Problem (DP) Algorithm [9]. The reduction of time complexity
minimizes the number of operations and hardware complexities, To implement the reversible online
testable circuits, we proposed four reversible blocks. namely, Input Copying Block (ICB). Qutput

—_—
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Copyving Block (OCB), Parity Preserving Circuit Block and Myriad Feynman Gate Block (MFGB)in
order to serve all reversible ESOP functions according 1o our proposed algorithm, where the ICB block
gencrales the copies of input variables that will be needed in circuit for copying the same inputs and the
OCB block copics the outputs to get (he final required outputs and henee it degrades the number of gates
and quantum cost. Thus, the number of gates, delay as well as area. powcer and the number of transistors
are reduced. A large number of ancillary inputs and garbage outputs resulls in increasing the area, delay
[21], power consumption and quantum cost [1, 7]. So, we are motivated to design our reversible online
testable circuit in such a way that removes ancillary inputs [6] and garbage outputs [12, 22]. Parity
preserving circuil block preserves parity bits and MFGB block performs the EXOR operation on the
garbage oulputs for checking online testability and thus, 1t prohibits garbage outputs from going through
ouitput lines, Memory elements store ancillary mputs and hence eliminate constant input lines. Omitting
the garbage outputs and ancillary inputs along with introducing new fechnique for online testahility, the
proposed technique obtains a circuit wifh the optimum numbers of gates and transisiors and reduced
delay, area. and power consumption that makes the proposed technique 4 novel and an efficient technique
in the literature so far.

5. Our Proposed Approach

This section introduces the proposed approach which can convert an ESOP function into an online
testable circuit. In this section, all proposed reversible circuits have been deseribed. In addition,
Algorithm 1 is introduced to implement a reversible online testable cireuit,

5.1 Technique for Constructing Reversible Online Testable Circuits with No Ancillary Inputs and

Garbage Outputs

Reversible circuits of many ancillary inputs and garbage outputs are extremely difficult to realize [1 i-12,
22]. Reducing garbage outputs and constant inputs help to minimize the logical complexitv.and quantum
costs of reversible circuits. Moreover. 1t becomes casier 1o design larger quantum circuits in a faster.
compact and efficient way. In reversible circuits. a huge number of ancillary (constant) inputs and
garbage outputs lead to increase the size (area) of the circuit as well as the gate level delays and power
consumption. This sets the major objective of eliminating aneillary (constant) inputs and the number of

the garbage outputs in the reversible online testable cireuits [6, 12, 221,

In this paper. only a constant input is stored using a memory location (6, 11-12] which is supplied
simultaneously to different blocks as an ancillary input according to the need of the circuits. Therefore.
the number of ancillary input wires can be minimized using memory elements in the proposed reversible
online testable cireuit [6. 11-12]. As a result, the proposed reversible online testable circuit truncates
ancillary inputs. Moreover, the required outputs only passes through the output wires and garbage outputs
20 through the proposed MFGB block and an EXOR operation is performed among those garbage outputs
1o ensure online testability checking. So, in output lines. no garbage comes out. i.¢.. the circuit is free
from garbage outputs. Hence. the proposed design of the reversible online testable circuit discards
ancillary inputs and overheads of garbage outputs which is first ever in the research of online testability
till now.

5.2 Input Copying Block (ICB)

In this section. we discuss a reversible block. namely, Input Copying Block (ICB)with its block diagram
as shown in Fig.3(a) and Fig.3(b). respectively. The whole circuit of this block is to be considered as a
stngle reversible gate, although the block consists of fri-7) numbers of 2-input CNOT or Feynman gates.
where /< i <n and # is the number of input lines for each value of 7. Each input line of the ICB block 1s
connected via 4 2-input CNOT gate and forms the final cireuit which works as an input copying circuit.
For example. an input of the given ESOP function is connected to the input line 7, of the ICB - block and
other inputs (/;, »of the [CB block are initialized by 0(1< 7 <), where the outputs,, corresponding to the

Published By :L:'E Bangladesh Computer Society
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mputs 1,(7< j <p) produce the same outputs s the output of the/y; input line. By repeating the same

uts from their cortesponding inputy
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Fig. 3(h): Block diagram of input copying black (1CB)

Lewmma I; (g N reversible hioek.
N

Proof: We prove the ghoye statement by the method of mathematical induction. The Proposed reversible
circuit 1CB is considered as a single reversible gate. In order (o prove the reversibility of the ICB hlock,
e need to show that all fhe inputs have the one-to-one correspondence ro its outputs, i.e., 170y, where
IST s, 1<) <nand mis the number of input lines for each value of 7 of the ICB block.
When i= and I<; <p, the input and outpur mapping will be D=l diy 1y ., 1) and Oy=(ly,, 1,1,
L@®ly;.... 1,01, respectively, where all the inputs have the one-to-one correspondence 1o its outputs
stich as

. ly=0),. _
So. the Statement holds for base case i=/ and 1= 7 <n.Assume that the statement also holds for 1=fn-1)
and J<j <,
putand output mapping will be 7

So. '-\]16(?.-\5:*(139 U a.l'ld .’Sj =n. the l-n fN-FJ!:(if_ﬂg"fl.f'. !,{,.,J.',‘-g. jf“"f."j'r"" _J,;,Y;M)-_anﬂ'
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21l the tiputs have. the one-to-one correspondence o irs outputs such as

'{iwa.f,v"’onh.’j}- ) )

Therefore, when =nand 1<j <y, the input and output mapping will be L=, Ll oo 1) and Q=i

B, I By @/, ‘%—&J&fm@?ﬂ»--- / th}fﬂ@Llf@‘&t&)J respectively, where all the inputs have the one-
fo-one correspondence to Its outputs such as

'ﬁrmr‘_‘gﬁn .

S0 the statement also holds for i=y angd I<j<n

Therefore, iecording 1o the method of mathematical induction, it can be stated that
N 10, where I<i<yand J S &5
S0, ICB s a reversible block and Lemmg s true o
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mputs Ty(/< i <n) produce the same outputs as the output of thel,, input line. By repeating the same
procedure. we can obtain the other outputs from their corresponding inputs
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Fig. 3(h): Block diagram of input copying block (ICB)

Lemma 1: 1CB is a reversibie block,
[
Proof: We prove the above statement by the method of mathematical induction, The proposed reversible
circuit ICB is considered as a single reversible gate. In order to prove the reversibility of the ICB block.
we need o show that all the inputs have the one-to-one correspondence 1o its outputs, e, [0, where
I=i=n, J<j<nand nis the number of input lines for each value of / of the ICB block.
When i=/ and /< <n, the input and output mapping will be =t/ L5, Iys.... 1) and O,=(l. 1,81,
L,-EB],_;,... L@, respectively. where all the inputs have the one-to-one correspondence 1o its outputs
such ag
‘Il':‘_'()a’."'
So. the statement holds for base case i=/ and 1< j <n.Assume that the statement also holds for 1=/m-1y
and /<7 <
So, when i=(u-1) and I<j <n, the input and output mapping will be L=ttt Tietiz, Lt oomss B AN
Ol‘n’['.f.;l':f?-ﬂl-:ﬂl@‘rm Jllf'i;f"-.‘h\l@}ffr-I.'-'l®{ffr-n'lr_“Jlrl'n’l-_‘Hr@[rlr—”l'@f‘ﬂ 1 ---v"rn-f!fl@"m FJf@’frl .I'IrI)r "ESPCCUWI,\"- \\'herc
all the inputs have the one-to-one correspandence to its outputs such as
."m-."J,IHOrrl-,J--
Therefore. when i=n and /<7 <p, the input and output mapping will be 4, =1, 1,5 1,1... I;) and O,, =1,
B e LB L 0B T BB, respectively. where all the mputs have the one-
to-one correspondence to its outpuls such as
jmr(_’orrn'
So. the statement also holds for i=n and /< j <n.
Therefore, according 1o the method of mathematical induction, it can be stated that
[0 where 1<i <mand /< <n.
So, 1CB is a reversible block and Lemma 1 is true u]
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5.3 Parity Preserving Block

This block is a eircuit implemented by the given reversible ESOP function. Tt takes the mputs [rom the
[CB block and produces the required outputs as well as garbage outputs. where the required outputs arc
copied by the OCB block and the garbage outputs are EXORed in the MFGRB block with the other
wsurbage outputs and the initial value of the MFGR block. Moreover. it checks whether the parity of all
fnpts of the given cirenit and the panity of ull outputs of the same circuil are equal or nol.

5.4 Output Copying Block (OCB)

[n this scction, we discuss a reversible block for copying the finul required outputs of the given ESOP
function generated by the parity preserving eireuit, namely, Output Copying Block (OCB) with its block
diagram as shown in Fig. 4(a) and Fig. 4(b), respectively. The whole ¢ircuit of the OCB block is to be
considered s a single reversible gate consisting of fr-1) numbers of 2-input CNOT or Feynman gates.
where 4 is even number of input lines. In the OCB block. each input line is connected via a 2-input CNOT
gate and forms the final circuit which works as an output copying cireuit. Suppose. an output gencrated
by the parity preserving block from an output of the given ESOP function is connected w the mput hne
Tof the OCB block and the input /> of OCB block is initialized by 0, where the outputs (2, and
O-corresponding to the inputs /; and /- produce the same output. By repeating the same procedure. we can
obtain the other outputs from their corresponding inputs.

1 - <> j

T-ﬁ - — L. 1.

T - <> - 1o

Lo — <. 1. e 1. ==

: = — : ; B f s 1 Copying

;o e s .1 a output O

1.——_.3-() . == 1. <=1 to-output
1 - e Ovif 1=0.

- —5 Lo 1. e 1 == 1.

— 1
Is— — T .1 0
Fs —1 — €3 — 1€ 1a
Le—f — 1 == | =5 |1
L — z — <> 1. € 1
1o — OCE — €3y = = € T. € 1.
T o — D — < » 1. €I
Lw — — € > 1. €= 1T (==0 B
s — — ¥ T (==
i. — — €3, — T..-€B> 1 =

Fig. 4(b): Block diagram of output copying block (OCB)
4
Lemma 2: OCB is a reversible block.
]
Proof: We prove the above statement by the method of mathematical induction. The proposed reversible
circuit OCB is considered asa single reversible gate. It will be reversible iff all the inputs have the one-to-
ane correspondence Lo its outputs, .e.. /<0, .where n is even numbers of input lines of the OCB block.
When n=2, the input and output mapping will be [-=¢/;, /- and =1, 1,B1), where all the inputs have
the one-to-one correspondence to its outputs as follows:
[,
So, the statement holds for base casen 2.

Assume that the statement also holds for n=(n-21.

Jr
|i. )
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So, when p=m-2),the input and output mapping will be L, =/, o Ly, 4 o) and O —(1, TP T
3B s s BB 7,0, where all the inputs have the one-to-one correspondence 1o 1ty oulputs s
follows:

l’-‘n-.‘;‘_’{)rn-_‘-l-
Therelore, when n=n, the input and outpul mapping will be
L=ty L dog L and O =68, @B L@l Ly 28100810, where all the inputs have the one-to-
one correspondence 1o its outputs as follows:

[0,

S0, OCB is a reversible block and Lemma 2 is truc.

5.5 Myriad Feynman Gate Block (MFGB)

In this section. we propose another necessary reversible block, namely, Myriad Feynman Gate Block
(MFGB) as shown in Fig. 5. The whole circuit of the MFGB block is to be considered as a single

reversible gate consisting of (n-/) numbers of 2<input CNOT or Feynman gates, wherenis the number of

input lines and each input of the MFGB block is EXORed with the #” input-output line of the MFGB
block via a 2-input CNOT gate. For example, an output line of the OCB block is connected to an input
linc /,0f the MFGB block. Similarly. the other inputs of the MFGB block are produced, where the #”
output hine (0,) of the MFGB block gencrates [ B1-BLG.. @1, B,

[i

IE ¢+
I
]
|
I
|
i
|

[i
I2
Is

- -—-==t-1+—-——

I3 +
I
I
|
|

[s1 i [n1 Xe®
L SO0 101 Beee®]1 B,

Fig. 5: Myriad feynman gate block (MFGRB)

Lemma 3: MFGB iy a reversible hlock,
L]
Proof: We prove the above statement by the method of mathematical induction. The proposed reversible
cireuit MFGB is considered as a single reversible gate. When n=2. the mput and output mapping will be
as follows:

L=, {-yand Os={l,, 1,81,),
where all the inputs have the one-to-one correspondence to its outputs as shown below:

1"."—'03,

So, the statement holds for buse case n=2.
Assime that the statement also holds for n=n-1),
So, when n=(n-1),the mput and output mapping will be

'Irrf.'-.ff:”f-]}--[,h ---Jr.-.l i and ()_ru 17 I{‘F."!_‘- ---!rr.--f:.!.'c:'-?!_'lﬁ;.l'ta .ffi'!u-l’,r
where all the mputs have the one-to-one correspondence to its outputs as follows:
-, -

Therefore, when n=n, the input and output mapping will be
L=thdsds ) and Oy=(l. 10 0L @BL@LE. @I, B, where all the inputs have the one-to-one
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correspondence 1o its outputs as follows:
Jrrl-‘_"oau-
So. MEGB 15 4 reversible block and Lemma 3 15 true.

5.6 Proposed Online Testable Reversible Circuit

In this section, we design the proposed testable eircuit by combining the four blocks, namely, 1CB, OCB,
Parily Preserving Circuit and MFGB. Firstly, the recurrence of each input variable of an ESOP expression
is checked as the recurrence of such input variables is essential for 1CB block to gencerate the number of
copies of the recurrent input variable. Suppose, @y o G-t be the input variables ol a reversible
LSOP function, where Say;, Sty Sty ... Say, are the numbers of copiesofty, s @ ..., @, Tespectively.
Now, Sty Sers Set.....8a, copies of input variables are EXORed with the initial value (P) of MFGB
block. Additionally,Se, Sty St ... Say, copies of input variables pass through the MFGB block to the
parity preserving reversible block to act as its inputs. Therefore, the total number of outputs generate from
the parity preserving reversible block is (Se,; + Su,=+Se, o+ ... +Su,) as reversible circuit generates the same
number of outputs as the mumber of inputs. If the garbage outputs or the unused outputs are Gi, then the
total number of required outputs is (Soy; +SustSa, ot ... +8a;,)-Gi. It is important to note that the required
number of outputs will be used as the final outputs. Additionally, it is also copied by the OCB block and
the copied outputs along with the garbage outputs will be EXORed with the initial value (P) of the MFGB
block to detect the error of the proposed on-line testable cirewmt, It is clear from the above discussion that
all the garbage outputs from different blocks of the proposed online testable circuit are EXORed in the
MFGB block which produces an output for detecting the fault of the proposed online testable circuit,
Thus, the proposed circuit is garbage free. Moreover, a single line for the ancillary input is used in the
proposed online testable circuit, where the value of the ancillary mnput 1s copied into a memory block.
which is further supplied to the necessary locations of the proposed circuit. So, the proposed circuit can
be treated as free from ancillary inputs [6].The proposed online testable circuit is shown in Fig. 6.Tablc |
shows the comparative result analysis among the propesed method and the existing ones [16. 18, 201,

Algorithm 1: Algorithm for the Proposed Reversible Online Testable Approach.
Let the input variables be «;, ay @;... @, the ESOP expression be f, counter function be ¢(fv,) and storing

variable be Su, where [<i<n, ]<j <n and n is a natural number,

INPUT: Circuit Inputs /;
OUTPUT: Circuit Outputs Oy, and Garbage Outputs G,

1. Begin
2. Construct the partial product functions as follows:
VN (al ... ai..an) @
Vi ad, ... ai,...an)(al, .. a,...an)@ViZi(al, ... ai,...an)(al, .. ai,...an)(al, ... ai,...an)

@
@yi=n (ccl, ... ad,...an)(ad, ... i, ..an) ... (al, ... ad,..an).
=

Let fi;= ViZi(al... ai..an)
= Vf—Z’f(cﬂ, e tlypcan)(el, . ai,...an)

,,{%,,'—'Vﬁz?(crl, oty ccan)(ad, .. @i, .oan) < (ad, . ad,.oan);

wheref;, fxs, ..., [x, are the partial product functions.
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3. Generate the EXORs of the partial product functions as
follows:

I=PiBa® fsB D fr,
where the numbers of the recurrences of the input variables in ESOP cxpression are

Sr'.ﬁ,r‘_‘ﬂ' al I‘:,ff:.‘_f_‘l'_!, f\r- ff;...ﬁi‘q)
Sty ¢ o2 (1), foo o fxa oo fX)

SGN‘— Coan (f‘i‘l" _f.i’z,__f.—l';.‘f:\‘;. <--.)&'rr)

4. Insert the input variables of the ESOP expression into the inputs of the 1CB block
I”*— @, -I;,«—(J oo A= 0, where /< n< S(I,r
Ly gy Ly ... [ ), wherel < n< Sa;

Fo— oy T—0 ... Ly— 0, where/< n< Sa,

5. Do the EXOR operations of the initial value (P) of the MFGB block with the produets of the input
variables and Numbers of the recurrences of input variables of the ESOP expression as follows:

X=P &, S, @ 2. 5068 025.50:8... 0 ;. Sex,,.

6. Generate the outputs from the Parity Preserving eircuit as shown below
Oy—= (). Sop+faSaytfivSazt ..t f,.Soy) as [0,
where /i, is the output of the Parity Preserving Block.
7. Generate the total required outputs excluding the garbage outputs from the

Parity Preserving Circuit as  shown below:
O,;,—Gf=(,(;’;..5‘a;+ﬁ’g.er3+ﬂ_a, Seigt .ot ﬁH.S(X,,}-GI'.

8. Copy the total required outputs generated m Step 7 by the OCB block as
follows:

J’;*—ﬁj, r’;(—-ﬂ, f_;‘-—ﬁ_:!;*—ﬁ : Jk_,r‘—‘ﬂ". [H—O
0y —’,’3;- Oy ﬁr- O;—?ﬂ: OJ_’ﬁ.‘---Ok-}_"ﬁm O ﬁm
where & 1$ even.

9. Generate the outputs dncluding the garbage outputs from the Parity Preserving
Block and insert those outputs into the MFGB block.

10. Generate the final outputs from the OCB block.

Il. Generate the parity preserving value from the MFGB block. If the value is 1,
the cireuit 18 faulty, otherwise the circuit is fault free.
12, End
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Example: Consider the following reversible ESOP function: fta.bel=abcBe’. Fig. 7 () shows the block
diagram of the proposcd reversible online testable circuit of the given reversible ESOD function, whereas
Fig. 7 (b) shows the detailed implementations of the individual blocks of Fig. 7 (1) using Algorithm 1.

[ — e ———— e

Fig. 7(a): Block diagram of the proposed reversible online testable circuit of
the given ESOP function f{a,b,c)=abc@c’
P
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Fig. 7(b): Detailed implementations of the individual blocks of the block
diagram shown in Fig. 7(a)
Theorem: The proposed Reversible Online Testable Algorithm requires O(fogan) complexity of time,
where 1 is the number of inputs.
]

Proof: Assume that n be the number of inputs. The proposed algorithm is defined as follows:
Ttn) = 2.T(Vn|) + log:#;

where a constant term [og4 is used to indicate the number of discarded constant input lines. Then, we can
simplify the recurrence with a change of variables. For the recurrence. let m = log:4. The value of m

vields
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72" =2.T(2"%) + m.

We can now rename the recurrence with S(m) = 772" jto produce a new recurrence which is as follows:
Stm) = 2.8(m/2) + m.
Indeed, the new recurrence has the solution as mentioned below:
St} = Ofm.log m)
So, Tin) = T(2") = Stm) = Ofwm. log m)
= OflogA. log (lng4))
=0f2. log2).

Now, axswme that, n = 100, and replace n=100hy n=fog'f2.
Hence, we get 2 = logn since  logl) = 2.

So, the resulting recurrence is:
Tin) = OF2. lug2)
= Oflog n. log2)
= Oflogn).

[Since (loga).( logi2) = logn]

Finally, the complexity of the proposed reversible online testable algorithm is obtained which is Orlogan).
O

Theorem 2: The propesed circuit is Online testable that can detect any single bit fault while the circuit is
operating.  m
Proof: Let [;be the set of inputs and (), be the set of outputs that are implemented by a reversible function.

Let the input lines be I;, [;...J, and output lines be O, O;...0,. The parity preserving property states that
]I @[.‘69!?@ @}F ()1' @O;‘@Oi@m Qou

I the online testable circuit is faulty, the Nnal outputs are inverted and denoted as O,
The required outputs are copied by the OCB. If (7 is the set of garbage outputs, then the total required
outpuis are
O-G,,

In the Parity Preserving Band, the total outputs are as follows:

(O-G)+ G- O,
Therefore, the final output (Z) of the Parity Preserving Band is

=L@ (O-G)+ G)=L,P O=0

If the final output (£} is 0, then there is no fault in the cireuit.

I any fault is generated within the Parity Preserving Band, then total outputs are
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(0;-G)+ G= 0}’
Therefore, the final output (Z) of the Parity Preserving Band is
=1@((0,-G)+ G)=TiP0,=1
Thus, if any fault is occurred, the final output (Z) is 1 during the operation of the reversible circuit.
Therefore, Theorem 2 is true and it is proved.

a

5.7 Comparison of the Proposed Online Testable Technique with the Existing Ones

Table | shows the comparative result analysis among the proposed method and the existing ones [16, 18,
20]. From this table, we can see that our method is much better than the existing methods.

Table 1: Comparison between the proposed and existing methods of reversible online testability
in terms of time complexity

Method Time
Proposed Algorithm O(log: n)
Existing [18] Ofn)
Existing [20] Ofn’)
| Existing [16] | Ofmn')

6. Simulation Results and Comparison

To test the efficiency of proposed online testable reversible circui, several benchmark functions [8]have
been used on a computer which has the Intel(R) Core(TM) 2 Duo CPU T6570, 2.10 GHz clock speed and
1.92 GB of RAM. The simulation is done using Microwind DSCH 3.5 [14], STM Cell Library [13]
and Algorithm 1. Existing approach [16] has no synthesized technique. Two of the existing approaches
[16] and [20] present a cascading of specific reversible gates to construct the reversible online testable
cireuit. However. we have used the traditional logic gates such as AND, OR, NAND and NOR to
implement the benchmark functions and generated a technique to replace these traditional gates with the
specific reversible gates.

Online testability on ESOP circuit is proposed in [18], where each CNOT gate is replaced by traditional
gates. In our proposed approach, each benchmark function with the ESOP form is converted into a
testable circuit using traditional Boolean gates.

Table 2. Table 3. Table 4 and Table 5 show that our approach minimizes area, power. delay, number
of transistors. quantum cost, number of gates and produce the final circuit with no garbage outputs
and ancillary inputs. Our approachshows its efficiency overthe best known existing approaches
[16,18,20] with respect to all performance matrices.
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Fig. 6: Proposed online testable reversible circuit

Table 2: Comparison of area and power of the proposed approach with the existing approaches
using benchmark functions

Benchmark Area Power
Funetion (in pin™ (in mW)
Existing | Existing | Existing | Proposed | | Existing Existing | Existing | Proposed
[16] [20] [18] [16] [20] [18]
Xors 324.006 | 10002 | 336 32 512 | 2005 42 4
majority | 137740 | 500.78 | 200.584 | 43.704 2176 | 7855 | 35.8 7.3
con| 2916.86 | 80131 |392.952 | 226.6 460.8 | 25092 | 742 333 |
T4§1 3159.93 | 2206.20 | 443.904 | 244.192 499.2 | 260.75 | 782 35.2
rd53 3000 | 201845'] 266.976 | 248.472 444 | 31549 | 474 349
cl7 1539.45 | 945.29 | 189.312 | 130.632 2157 | 12532 | 326 185
ex2 1701.504 | 730.82 | 215.512 | 134.896 2188 | 140.68 38 19.2
rd32 1782.528 | 1032.89 | 221.696 | 148.224 | | 281.6 | 16575 | 38.4 212
R 3159.936 | 194573 | 438 | 27032 | | 4992 | 250.50 | 79.8 38.8
emB2a | 2592.768 | 130934 | 26592 | 21808 | | 409.6 | 20048 | 46.6 30.6
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Table 3; Comparison of delay and number of transistors of the proposed approach with the existing
approaches using benchmark functions

‘ Benchmark Delay [ ] Number of Transistors
Function {in #s) ‘
Fxisting | Lxisting [ Existing | Proposed Lxisting | Existing | Existing | Proposed
B [16] [20] [18] L [16] [20] [18] _‘
‘ xors | 2048 | 1065 | 256 [ 128 | | 1024 | 265 84 | ®
[ ority 4096 | 20391 12.64 288 4352 2024 716 H_(C!
‘_ conl 46.08 28.15 2304 | 624 9216 5128 1324 666 |
T481 12544 | 50.63 28.48 688 | | 9984 6135 1564 704 _‘
rd33 512 | 352 | 1664 6.4 | 8880 | 6012 948 698
a7 | 3072 | 216 | 1168 | 352 4314 | 3156 | 652 370 |
- oex2 56.32 3072 1344 384 | 4376 2725 760 L
}_rd_?z 25.6 16.88 1344 | 4 5632 3083 768 424 |
R 3072 | 1856 | 2688 | 672 | | 9984 | 7102 | 1596 | 776
[ om8Za | 512 | 3560 [ l648 | 56 | | 8192 5132 | 892 612 |

Table 4: Comparison of quantum cost and garbage output of the proposed approach with the
existing approaches using benchmark functions

[Fcnchlmrk ! Quantum Cost Garbage Output '|
Function | "Existing | Existing | Existing | Proposed | | Existing | Existing | Existing | Proposed
[16] [20] (18] [16] [20] [18] |
XOr3 332 36 20 20 144 8 4 0|
majority 787 224 154 108 177 I8 5 0|
T481 2262 556 415 286 468 108 16 0 |
el? 486 190 169 144 109 23 5 0
ex2 1733 267 171 152 387 23 5 0 4
2 1948 333 306 308 434 44 4 0
| cm&2u 2163 370 | 200 235 482 | 45 5 0 _‘

Table 5: Comparison of the number of

using benchmark functions

gates of the proposed approach with the existing approaches

[ Benchmark Number of Gates —|

Function [~ Existing [16] | Existing [20] Existing [18] Proposed |

i posed

xors 48 22 13 8 N
majority 204 32 22 12
T481 468 96 63 25

17 298 T 44 22 3

ex2 252 T 64 29 21 |
R 468 102 37 23
em&2a \ 384 | 78 42 26

= ——— =1

BN ratdasy |
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7. Conclusion

This paper has presented fthe efficient design synthesis of online testable reversible circuits with the
optimum time complexity. In addition, we have proposed three reversible blocks, namely, Input Copying
Block (ICB), Output Copying Block (OCB) and Myriad Feynman Gate Block (MFGB). We have shown
the efficiency of proposed designs over cxisting approaches using benchmark functions [8]. We have also
proved the correctness of proposed designs by several lemmas and theorems. The unique feature of the
presented online testable reversible cirouit is that it requires no garbage outputs and ancillary inputs. In
addition, we have presented an algorithm to construct the proposed reversible online testable circuit using
the proposed cireuit blocks. It has also been shown that the proposed cifcuit requires the optimum area,
power, delay, number of transistors, gates, quantum cost and delay. As the testability of reversible circuit
becomes a major issue as well as its applications in various areas such as FPGA, BCD adders. dividers,
ALU [23]etc.; the proposed technique may help to achieve the cost efficient reversible cireuit with online
testability.
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Abstract: Distributed Denial of Service (DDoS) is une of the most frequent attacks i cloud that cause
significant damage, affect the performance and continue to be the predominant security challenge that
compromise the availability of the network. Researcliers are constantly paying attention to DS attack
detection to reach an impervious and guaranteed safe cloud computing. Various machine learning
approaches have been used recently (o detect DDoS attack. But over the past decade, research on DDaS
attack deteetion hag focused on a fow classes of these artacks. To address this problem. this rescarch
presents a machine learning (ML) based DDoS detection system considering most types of modern
DDoS attack in cloud computing environment. For this, a new dataset is generated in the lab
environment, This research incorperates five popular machine learning algorithms: Decision Tree,
Random Forest, Najve Bayes, Logistic Regression and Stochastic Gradient Descent, Our experimental
results show that with Random Forest algorithm, the DDoS attack detection rate is above 99% with high
precision and recall. Moreover, our proposed method shows better performance compared to several
machine learning based state-of-the-art methods presented in the literature.

Keywords: DDoS, Cloud Computing, Machine Learning, Decision Tree, Random Forest, Naive
Bayes, Logistic Regression, Stochastic Gradient Descent.

1. Introduction

Cloud computing is a ground-breaking idea which has changed information and communication
technology by supplying computing resources, storage, infrastructure ete. as services over the internet.
This technology delivers on demand resources according to the requirements of the system which is
scalable and relatively less expensive. It replaces the requirement to invest for IT infrastructure and
netwark for the organizations, But, security is a major concern in this cutting edge technology sinee a lot
of systems are needed to keep safe in the clond and  more nodes are interconnected there are many
possible entry points, and many systems to patch. Accordingly, ensuring security in cloud computing is
much more critical than the traditional systems, One of the major threats n cloud computing is Denial of
Service (DOS) attack, 1t is such an attack to the computing resources which degrades the service or makes
it unavailuble to the legitimate users, A more advanced type of DoS attack is Distributed Denial of
Service (DDoS) dittack, where multiple sourees simultangously launch an attack to the target system. As a
result, the server load increases which results in system maccessibility with ina very short time.

The absolute prevention of DDOS attacks in cloud quite impossible [1]. Therefore. detecting DDoS
attacks is a significant initiative towards cloud security. In a DDoS attack in cloud. an attacker attempts
to flood a target system by sending a huge amount of traffic from multiple virtual machines. Henee. the
detection systems hecome unable to detect DDoS attacks effectively. Moreover, the distributed character
of the DDoS attacks muke it more challenging to identify. So. the mitigation of DDoS attacks remains
very hard as it penetrates the security device and specially for cloud computing, it causes loss in terms of
monetary and reputation [or a company.

The DDoS attacks can be categorised based on network and application layer protocol, The network laver
or transport layer attacks are generally launched by using the TCP, UDP and ICMP protocols. whereas
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the application layer attacks are basically application dependent like for webserver HTTP traffic is used,
for DNS server DN protocol is used ete.

So far researchers have been used many technigues for detecting DDoS attack. Among those, siimatire
bused and anomaly based detection are two of the most common approaches of defense mechanisms. In
signature detection, a database of signatures of the previous attacks is maintained and attacks are detected
by comparing the signature of an incoming attack with its signature database. Then it applies the defense
mechanism for the detected attack. So, it is obvious that any new type of artack detection is almost
impossible with this method. On the contrary, anomaly based DDoS detection techniques use a pre-
defined threshold value in order to detect a DDoS attack and later differentiate the paltern of the attack
with that threshold. This approach results too ligh [alse positives in the literature for DDoS attack
detection. So, recent trend is to use ML techmiques which are more aceurate and fast in detecting DDoS
altack.

Unfortunately, over the past decade. researchers have focused only some classes of DDoS attacks for
detection |2]. To the best of our knowledge, datasets which include modern and most types of DDoS
attack in cloud is not available. In our research, we have generated a new dataset that contains five Lypes
of DDoS attack including TCP SYN flood, UDP flood. DNS flood. ICMP flood and HTTP flood along
with the legitimate traffic. We have presented a two stage feature selection method from the penerated
dataset by utilising Recursive Feature Elimination with Cross Validation and with our proposed feature
selection algorithm. We applicd machine learning algorithm for detection and multiclass classification of
attacks based on the collected network trafTic features of the dataset as well as with the extracted features.

Our contnbutions in this work are as follows:

e A novel datasel has been created which contains modem and diverse types of attack in cloud
computing environment. There are 25 features and 06 classes in the datasel, where five most
eritical type of DDoS attack in the network, transport and application layers are considered
along with the legitimate traffic.

¢ The correlation between five classification algorithms are explored by using an approach to
automatic feature selection and cross validation for sorting a list of important features and
measuring the accuraey of each classification algorithm.

* A new algorithm has been developed for automated feature selection from the dataset. Later
machine learning algorithm is applied on the selected feature to detect DDoS attack, which
.shows high accuracy.

e Performance comparison between several machine learning methods in addition with some
other stute of the art methods used in the literature to validate the obtained results.

The rest of this paper iy organized as follows: Section 2 presents a summary of the previous related
studies. In Section 3. our experimental setup. attack generation and dataset collection process are
described. Section 4 discusses the process of feature engineering and Machine Learning Algorithms
(MLA) selection of our work. Section 3 presents the process of the evaluation metries caleulation to
assesy performance. In section 6, our achieved results are presented and we conclude our work in section
7. }

2. Related Work

The current increase of DDoS attacks has allured a significant attention to the researchers. Different
methods have been created for preventing these attacks on the cloud like unseen servers, challenge
answer, precautionary access and Lo limit the resources. Other approaches that are adopted to defend
DDoS attacks are puzzle based techniques like CAPTCHA. that provides a simple process to mitigate
altack. But it is proven ineffective by the recent works [3]. Another technique that is used consistently is
to monitor the [P address of the incoming packets for DDoS attacks detection [4]. In [3], a digital
signature that uses meta-heuristic methods was considered in order to investigate network flow for
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anomaly detection. This model improved the DDoS atlack detection aceuracy but shows poor result for
genieral DoS attacks detection. Again, TP trace back defence system which consists of packet
identification, reassembling process and source detection based on en tropy is used m [6]. Another study
cxamined the potentiality of firewalls to defend DDoS attacks in the cloud [7]. This factual study figured
it out that neither software nor hardware based firewalls are sutficient to mitigate DDoS attack.

Various machine learning and data mining techniques have recently been used for the detection and
prevention of DDoS attacks. In [8], a performance analysis of some unsupervised and supervised
Machine Learning Algorithms (MLA) for DDoS attacks detection is discussed. In this study, authors
colleet information from server, proposes a defense mechanism using machine learning, The method is
applied near (o the attacker’s location in the cloud. Morcover. in order to increase the performance of
classifier for attack detection, semi-supervised machine learning models are applied in [9],

o detect reflection DDoS attacks, authors in [10] discussed an approach which is not dependent on
protocol. They have determined five significant features for the detection of Distributed Reflection
Denial-of Service (DRDoS) for protocol-independent approach. Another machine learning based DDo$
detection technique is presented in [11]. This work considers eight features from the CAIDA07 dataset
and applied naive Bayes algorithm. An anomaly based DDoS detection method utilizing network tratfic
analysis is suggested in [12], Here, a Radial Based Function (RBF) Neural Network is implemented and
applies bn a UCLA dataset. The result attains 96% accuracy for DDoS attack detection.

A comparative analysis with some common approaches for statistical significance based feature selection
15 presented in [13], The features of DoS attack are merged with Consistency-based Subset Evaluation
(CSE) to determine significant features from the dataset. The CSE method calculates the inconsistency
ratio for feature subsets by measuring inconsistency between the feature values, In [14], CAIDA 07
dataset is used and considered 16 features as most important. The authors propose an ensemble method to
select features by considering the scores of statistical importance such as information gain, gain ratio,
SVM. chi-square, relief. symmetrical uncertainty ranking filter and correlation ranking ete. They
caleulate the average from the individual score and set it as a threshold value for every feature either
permit or block to enter in the final feature set. Granular computing technigue together with entropy is
used for feature selection in order to detect DoS attack is presented in [15]. The NSL-KDD'09 dataset is
used and seven features are considered from the dataset with fift v nstances in total. The authors calculate the
entropy, counts the anomaly and assign weight value to each,

[n [16]. the authors consider HTTP flooding and simulate modern types of DDoS attack such as DDoS
vid SQL injection (SIDDOS) along with the traditional UDP flooding and Smurf attacks. The study
compares among 27 features and applied several machine leaming methods including Random forest,
Multilayer Perceptron and Naive Bayes for accuracy caleulation. In another work, only 5 features ure
considered and C4.5 decision tree algorithm is applied to detect DDa$ attack in cloud cunsidering the
splitting criteria of gain ratio [17]. But the training dataset of this study consists with 2 very limited
humber of features. Signature based detection method is used in the detection module to get better result,
A performance comparison s also shown with two other classifiers, i.e. Kemeans and naive Bayes.

In [I8]. Random Forest algorithm is implemented on a customized dataset to detect DDoS attack. The
scheme does not consider HTTP flood, a major type of application layer DDoS attack. Again, the
detection of DDoS attack on application layer using feature construction and Logistic Regression is
presented in [19]. This method only considers HTTP flood aftack and projects high false positive rate.
Additionally, deep leamning based DDoS detection model are proposed in [20][21], where outdated
KDDCUP9Y and NSL-KDD dataset are chosen respectively. A performance comparison between
Support Vector Machine (SVM) and Deep Feed Forward (DFF) is evaluated in [22]. but this work
considers only one type of network layer DDoS attack. Another comparative analysis among naive baves,
decision tree and anificial neural network (ANN) based DDoS attack detection method is discussed in
[23]. The result shows ANN achieves highest accuracy of 84.3%, which is not up to the mark. A precise
DDoS attack detection result in cloud using SVM is achieved in [1]. However, the aceuracy of detection
degraded if two different types of attack ocer simultancously in the same cloud environment.
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3. Experimental Setup

Now a day. attackers use advance type of DDoS attacks and most of them are network the application
layer attacks. So. the traditional datasets that were used in most of the research lor DDoS altack detection
are rol (hat kind of effective. New methods required to be practically assessed on a datasct containing
recent and more advanced types of attacks like HTTP flooding. Morcover. other available data sets may
include a lot of redundant and duplicate information which leads to an ultimate impractical result,

The simulation of DDoS attack in public cloud networks js illegal and is not a wise decision because it
can affect the performance of the cloud service. Again. the public cloud (AWS, Azure. Oracle. Google
Cloud ete.) also have applied different attack detection and prevention mechanism. So, due to resource
limitation and both legal and ethical reasons. any kind of attack needs to be stmulated in a virtual and
candboxed environment. In our research, for the experimental setup, we have deployed ownC loud [24]. &
free and open source cloud platform on top of VMware. This ownCloud uses Linux distribution. We
deploved it on Ubuntu 16,04 OS with Apache web server, MySQL database and PHP 7.0.

3.1 Attack Generation

To generate DDoS flooding attack we use three tools namely: hping3 [25]. mausezahn [26] and
wreckuests [27]. A representation of DDoS attack on ownCloud is depicted in Fig. . We performed
UDP flood attack. TCP SYN flood attack and ICMP flood attack by using hping3. For DNS flood attack
we used mausezahn and for HTTP Flood attack wreckuests was used. We choose an attacking machine
with the configuration - Windows 10 operating systen, Intel coreis 2.67 GHz CPU with 8 GB RAM.
While executing the DDoS attack, the above mentioned tools flooded the destination nodes with traffic.

[mtgrnat
— s ml | = —’!
g = 1 =
awncloud

Attacker  Command &
Control Server

g 12 2 e

3.2 Dataset Collection

We use tepdump [28], a traffic protocol analyzer to capture the attack fraffic. Moreover, legitimate traffic
was also collected using tepdump from Lab environment network. The captured attack traffic and normal
traffic were used 1o create a new datasct. The dataset has six classes and 1081633 records out of which
1001984 are DDoS attacks, Table | shows number of records of different classes of the dataset.

Fig. 1. Typical architecture of DDoS attack on ownCloud.

Then these data are pre-processed. In this step, redundant and duplicate records are removed. In order to |
' apply feature selection method in the next step for identifying the most significant features, first we

perform one-hot encoding to the “flag™ attribute of the dataset and replaced it with the extracted specified ' ‘

flags. Table 2 lists all the features of the dataset we are dealing with. |
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Table 1: Distribution of Different Classes.

:I'}'pcs No. of Records
TCP SYN ood attack 551179
ICMP Hood attack 136496
UDP food attack 125774 |
DNS flood attack I 114160
HITTP Nood attack 43T |
Legitimate traffic 79649

Table 2: Extracted Data Set Features.

| S| Features Details
| timestamp Pnckmncslump
2 protocol Protocol narie 3
3 ! length Pucket length B
A st port Source porl number
s | dst _part Diestination port number
6 | seq no Sequence number of the tep packet Il
i ack no Acknowledgement number of the top packet
8 win_size Window size
9 len TCP segment lengtl
[(h | mss Maximum segment size
1| ws Window size
12 | req type HTTP reﬁm:st type
13 resp no HTTP response number
14 | query resp DNS guery or response
15 | req reply [CMP request or reply
16| ul Time to live
17 | ACK Acknowledge flag
I8 FIN ACK Finish-Acknowledge flag
19 | FIN PSH ACK Finish-Push-Acknowledge flag
200 | PSH ACK Push-Acknowledge flag
21 | RST " Reset flag
22 | RST_ACK Reset-Acknowledge flag
23 |'SYN Synchronize flag
24 | SYN_ACK Synchronize-Acknowledge flag
25 l no fag _ No flag in packet

Nexl the features having categorical values are needed to be converted into numeric values. For this
purpose, we assigned integer from | and onwards in every such feature, identified the distinet values for
all the records in that column and then replaced with the assigned numeric values. Later the dataset is
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normalized in order to avoid any influence of featurcs having high values over features containing low
values. Qur datasct collection process is illustrated in Fig. 2.

[ Legitunate Traffic l I Arrack Tralfic I

o

Traffic Capiure

(in_peap Tormnt)
+
| Preprocessing |
.
l Feature Extraction J

| Teature Normalization [

.

Dataset
(it .csv foruml)

Fig. 2. Dataset collection steps.

4. Feature Engineering and MLA Selection

A block diagram of strategic-level framework for DDoS attack detection is depicted in Fig. 3. Feature
selection is a significant step in the pattern recognition process. which defines the smallest p(!b‘)lhlu set of
variables capable of efficiently describing a set of classes [29]. Different methods for variable selection
are discussed in the scientific studies and applied in software libraries as scikit-learn [30]. In this work,
we have selected variables in two phases. First, Recursive Feature Elimination with Cross Validation
(RFECV) is applied along with some widely used machine learning algorithms for classification problem
in network and information security literature, i.e. Random Forest (RF), Decision Tree (DT), Naive
Baves (NB). Logistic Regression (LR)and Stochastic Gradient Descent (SGD). RF achieved higher
accuracy than others using 20 variables. while Stochastic Gradient Descent selected 7 variables, but
achieved lower accuracy, as shown in Table 3.

| DDoS Dataset |
v

| Initial Feature Elimination ]
¥

| Feature Adjustment |
+

[ Feature Selection —‘

+

Recarsive Feature
Elimination
v
| Cross Validation |
v

‘ Machine Leaming ]

+

| Evaluation |

Fig. 3. A detailed framework for DDoS attack detection.

Published By ‘ Bangladesh Computer Society



Table 3: 10-fold Recursive Feature Elimination with Cross Validation Results,

Vol. 02, 2020, ISSN: 2664-4592 (Print), 2664-4606 (Online)

[_ MLA No. of Features Accuracy
RE 20 0.99]
| IR 12 0977
NB 12 0.975
SGD 7 [ 0.902
DT 11 | 0.931

In the second phase, our proposed Algorithm | is applied for feature selection along with Random
Forest algorithm. This proposed algorithm limits the number of variables from 20 to 17 for RF with 4
little climb in accuracy. Table 4 shows the result. To select the most relevant features, the feature
importance for RF is calculated as mentioned in Algorithm 1. Fig. 4 illustrates the final output of our
feature selection process.

Table 4: 10- fold Cross-Validation results for the selected variables.

MLA No. of Features Accuracy
RF 17 (.996
LR |7 (0.989
NB 17 (.981
SGD 17 0.940
DT 17 0.932

Algorithm 1:

Feature selection

Input: train features, train labels and number of rounds
Output: significant variables
begin
Use the training set for training the model with all features
Compute performance of the model
Select the most significant variables from the trained model;
Tor each subset size S; where 1= 1...5 do
Keep the 5; most significant features
Train the model using §; features
Test the trained model and compute the accuracy
end for
Caleulate the performance profile over §;
Determine the proper number of features to use
Use the RFE model returned by the optimum number of features §;
Caleulate the accumulative significance of variables from the trained model
Rank the variables by the mean of the calculnted significance
Return the “N" most significant variables;
end

Although RF utilises more variables than the other classifiers, it shows low false alarm rate and hence
satisties a primary precondition for DDoS attack detection system. So, RF becomes to be the hest option
for our machine learning based DDoS attack detection system. Random Forest is an ensemble learning
algorithm mainly used for classification. It consists with many decision trees to create uncorrelated
lorests of trees and uses bagging method for training [31].
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5. Evaluation Metrics Caleunlation

Confusion matrix is generally used to evaluate the performance of the classifiers [32]. It visualizes the
accuracy of a classification. In the confusion matrix shown in Table 5, TP means the number of true
DDoS attack, TN means the number of true normal traffie, FP means the number of false DDoS attack
and FN means the number of false normal traffic. These values are used to caleulate the accuracy,
precision, recall and f1-score of the classification as the primary performance indicators,

Table 5: Confusion Matrix.

Predicted
Positive Negative
i T N
—_ |:_Pusll|.ve _ P
| | Negative ] FP TN

Aceuracy: It represents the rate of the perfectly classified attack cases of both classes.

TP+TN
TPAFN+FEHTN

Accuracy = (1)
Precision: It is the ratio of the number of positive instances retrieved fo the total number of positive
instances detected. It's another name is positive predictive. The equation of the precision is as follows:

i TP
Precision = —— 2
ision = (2)

Recall: It is the ratio of the number of positive instances retrieved to the total number of actual positive
instances. It"s another name i§ positive sensitivity value and can be caleulated using the equation below.

app=_T8__
Recall e (3

f1-score: It represents how precise and robust the classifier is. So it is the harmony mean of precision and

recall,
2epPrecisionsRecall -
S (4)

f1-score =
sLore Precision+Recal
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The evaluation of the classifiers is based on the values of the confusion matrix. The resultant confusion
matrices for Random Forest, Logistic Regression, Naive Bayes, Stochastic Gradient Descent and
Decision Tree arc represented in Tables 6, 7, 8, 9 and 10 respectively, We calculated the accuracy,
precision, recall and [1-score of the models from the confusion matrices and listed in Table 11. The
overall aceuracy was 99.6%, 98.9%, 98.1%, 94% and 93.2% for Random Forest. Logistic Regression,
Naive Bayes, Stochastic Gradient Descent and Decision Tree correspondingly. Nevertheless, it is
advisable that only the accuracy rate is not adequate, especially for imbalanced dataset Just like our case.

Thereforc, the precision, recall and (1-score were calculated for each class.

Table 6: Confusion Matrix for Random Forest.

[ DNS-flood J HTTP- ICMP- Legitimate TCP-SYN- UDP-flood
flood fluod traffic flood
DNS-flood 11284 0 8 0 0 0 |
HTIP-flood 0 7334 0 48 0 36
1CMP-flood 100 0 11586 0 0 0
Legitimate & -
et 31 56 14604 ) 32
TCP-SYN- R 2
flvod 0 0 0 2 55117 0
| UDP-flood 0 0 0 0 0 12510
Table 7: Confusion Matrix for Logistic Regression.
| DNS-flood | HTTP- 1CMP- Legitimate TCP-SYN- UDP-flood |
flood flood triffic flood
DNS-flood 11284 0 8 0 0 0
HTTP-flood 0 6974 0 408 0 3f
ICMP-flood 100 0 11586 0 0 0
Legitimate = - ; 4
eafite 31 5 14604 | 32
TCP-SYN- .
2 5
ik 1] 0 0 55117 0
| UDP-flood | 0 | i 0 I 0 12500 |
Table 8: Confusion Matrix for Naive Bayes.
DNS- | HTTP- ICMP- Legitimate TCP-SYN- UDP-flood |
flood flood flood traffic flood |
DNS-flood 11284 0 8 0 0 0
HTTP-flood 0 7382 0 0 0 36
ICMP-fload 106 0 11586 0 0 0
Legitiniate 815 307 60 13017 547 0
traffic
TCP-SYN- - I
¥ 3
Rt | 0 0 0 3 55116 0
UDP-flood | 0 0 0 0 0 | 12510
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Fahle 9: Confusion Matrix for Stochastic Gradient Descent.

DNS- HTTP- TCMP- Legitimate TCP-SYN- UDP-flood
Mood Mood flood traffic flood
_ DNS-flood 11280 4 8 I 0 0
| HTTP-flood 1264 099 0 1019 0 36
ICMP-flood 100 0 T457 4129 () 0
Legitinuite 38 41 55 14611 ! 12
traffic
TCP-SYN- L .
B flood 0 0 (] 2 35117 { |
UDP-llood 0 0 0 0 0 [ 12510 |
T'able 10: Confusion Matrix for Decision Tree.
[ DNS- HTTP- 1CMP- Legitimate TCP-SYN- UDP-flood
flood flood flood traffic Mood ]
DNS-flond 11284 0 8 0 0 0
HTTP-flood 0 143 0 7230 0 36
ICMP-flood 100 0 11586 0 0 0.
Legitimate :
traffic 31 56 55 14604 0 32
TCESH 0 0 0 2 55117 0
flnad |
UDP-flood 0 0 0 [ 0 0 12510 |
Table 11: Performance of Algorithms.
Algorithms | Precision | Recall | fl-score | Accuracy | '
RF 0.99 0.99 0.949 0.996
LR 0.99 (.98 0.98 0.9%9
NB (.98 0.97 0.98 0.981
SGD (.95 (.94 0.94 0,940
DT 0,94 0.93 0.92 (1932

A comparative analysis on the precision, recall and fl-score between our considered five machine
Jearning algorithms for detecting several DDoS attacks (in our case 5 types of DDoS attack) 15 also

illustrated in Fig. 5, 6 and 7 respectively.
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Among the five algorithms used, Random Forest represents the better results with regard to accuracy.
precision, recall and fl-score. Logistic Regression also shows very similar result. Fig. 8 illustrates the
comparison of the performance metrics between different machine learning classifiers.
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Fig. 8. Performance metrics comparison.
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To eliminate the accuracy contradictory, the Receiver Operating Characteristic curve (ROC) is plotied
and Area Under Curve (AUC) values shows actual accuracy of the model. Fig. 9 incorporates the ROC
curves for all the classes for Random Forest. As we can see here, all the curves overlaps one another. so
we have a clear distinction between the ROC curve and the base for all the six classes, as 4 result the
maximum ared between ROC curve and the base line is achieved here. Hence we have the AUC sore of |
for the Random Forest.

ROC curve for Random Forest
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Fig. 9. ROC curves for Random Forest machine learning model for all classes.

To evaluate the effectiveness of our proposed method for detecting DDoS attack in cloud. we also make
the comparison of the several key performance indicators for classification problems between our
proposed method and seven other state of the art methods [33][21][22][23][17][34][35] as shown in Fig.
10. Form the figure, we can see that only Aamir [34] has a higher precision than our proposed method,
but his methods has a very low recall value comparative to the others. For recall, f1-score and accuracy
our proposed method has attained better results than the other methods.
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Fig. 10, Performance comparison with different state-of-the-art methods for DDoS attack detection.
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7. Conclusion

In this paper. we¢ have presented machine learning based DDoS detection system in cloud computing
environment. In our work. we focused on network, transport and application layer DDoS attack i cloud.
The proposed system is evaluated based on our generated dataset, We have applied RFECV and feature
selection with our proposed algorithm in two steps to get the most important features in our datasct for
the DDoS attack detection. The features that are selected in these steps are assessed with five
classification algorithms, Each classifier has been trained and tested on the dataset and a comparative
analysis between the machine leamning classifiers is introduced. By cvaluating the outcome. it can be
concluded that the proposed approach, in which Random Forest algorithm is used, showed superior
performance for the detection of the simulated DDoS attack in cloud computing environment with #
99.6% accuracy as well as higher Scores in other key performance indicators in comparison with four
others machine learning algorithms. Later, an analysis is made with AUC calculation of ROC curve to
assess the optimized accuracies. Finally, the effectivencss of our proposed method to detect DDoS attack
in cloud is shown by comparing seven other state of the art methods.
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Abstract: Market baskel data analysis and many other real-life applications store data 1 transactional
database format. thus mining knowledge from Transactional Database has been a significant research
fopic. One aspect of interesting knowledge in transactional database is discovering homogeneous
transactions. Existing algorithms measure the similarity between two transactions based on ttem co-
occurrences. but none of them consider similarity between the set ol items which appear in one of the
two transactions. In this paper we propose an approach to mine interesting knowledge from transactional

database based on homogeneity. Our measure can be used for segregating heterogeneous transactions
and discovering object relationships in large datascts. We analyze the results obtained using our measure
in real life datasets and explain how it discovers the inherent relationship and characteristics of data
objects.

Keywords: Interesting Know ledge, Transactional Database and Data Mining.

1. Introduction

With the advent of computerized systems everywhere, terabytes of data are being generated cvery day,
We need to process these data to extract useful knowledge which can later be used for multple purposes
and we use data mining to accomplish that. Data mining is the process of extracting interesting (non-
trivial, implicit, previously unknown and potentially useful) information or patterns from  large
information repositories such as: relational database, data warehouses, XML repository, cte, The term
data mining is 4 misnomer, on the grounds that the obj cetive is extracting information from raw data and
changing it into & justifiable structure for further use, not the extraction (mining) of data itsell. Pattern
mining, association rule mining and correlation are three of the most active fields of research in data
mining community. Frequent pattern mining and association rule mining[ 1] algorithms are used to get a
generalized overview of data. but often thig is not enough. Because when the minimum support threshold
is high, most obvious knowledge will be found from the patterns and when the support threshold is'low. a
huge fumber of redundant patterns will be generated. We can use correlation analysis and similarity
analysis to group similar association rules into a structure similar to multi-level association rules. |2] For
some problems, we are more interested in finding patterns in small segments of data, instead of aggregate
patterns. We can ufilize transaction similarity to segregate transactions into homogeneous groups and
then mine patterns o associntion rules in those groups for those cases.

Therefore transaction similarity can be useful in numerous scenarios. As transactions are comprised of
items, their similarity should be an aggregate of the similarity between the comprising items. ROCK]3]
first proposed that instead of typical distance metric based measures, using the number of common links
to measure the similarity in categorical data will result in better results and this claim was further
validated by other researchers in the past decade.[4]

There are numerous similarity measures for transactional data but the main drawback of existing
measures is they calculate similarity between transactions based on only the number of items in common.
They do not consider the similarity between mismatched items which results in inaceurate grouping of
transactions,

To better identify similar patterns, we propose # gimilarity measure that takes into account two factors-
nutmber of common items and the similarity between the mismatched items. To make the measure robust
and cffective, we define it in such a way that it has three fundamental propertics : null-invariant,
normalized and symmetric. These properties ensure that the measure generates meaninglul results
without being biased by spurious data.
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In this paper, our contribution is twolold. First, we proposc an algorithm to calculate the similarity

between two disjoint sets of transactions. Second, we propose a null-invariant and normalized symmetric

measure to represent similarity between two transactions. We experimented on 6 real life datasets to
validate our claim regarding the effectivencss of our proposed measure.

The rest of the paper is organized as follows. Section 2 defines the problem of measuring similarity in
transactional database and reviews the previous works in this feld. Section 3 deseribes the measure and
algorithm for measuring wansaction similarity. Section 4 presents the experimental study and section 5
presents the conclusions,

2, Literature Review

A metric funetion or distance function is a function that defines a distance hetween elements/objects of a
set [5]. When measuring the similarity between two sets, we can use various distance measures like
Euclidean distance, Manhattan distance, Minkowsky distance or similarity measures like cosine similarity
ete. But in order w lind similarity between two data points, distance based metrics calculate only the
physical distance between two data points and hence, are inadequate when it comes to capturing the
behaviour of transactional database. There is a high probability of the existence of similari Ly between two
transactions even if they are far apart from each other a8 measured by the distance metrics[6].

Some of the most widely used similarity measures are discussed here in Table 1. For two sefs A and B,
we define the following notations.

Mn"" AN 5,
Mi=8— A,
M'm:fl — 8.

My={x:x € A andx € B)

Table 1: Existing similarity measures

! Measure Name Equation Limitations

Simple M11 + MO0 i )

matching co-efficient M11+ MO0 + M0l + mM10 | Equalweight on My;and A,

Hamming ; ; ]

distitice A @ B=MO1+M10 M is not considered

Taccard similarity [AnB| M11+ MO0 Similarity between My, and M,
|AUB|  M11+MO1+ M10 | not considered

Sorensert 2+M11 Similarity between M, and M,

Coefficient 2+M11+MO01+ MI10 not considered

Cosine AB Similarity between My, and M,

similarity | [IA]] * [1B]] not considered

None of these measures are specific for transactions. ROCK] 3] first proposed a measure for transactions,
but it also counted the number of items two transactions had in commeon and QROCK][7] was just an
optimized version of ROCK. algorithm. Aggarwal[8] proposed the concept of measuring item
affinity using jaccard similarity,

sup(i,j)
sup(i) + sup(j) — sup(i, j)
This did not consider the similarity between the transactions where only i or only j appeared. The

similarity between a pair of transactions T=i,, ...... i,, and TS cooves Jy was then defined to be the
average affinity of their items, Formally,

Affinity(i,j) =

l'l‘l_ ll_ 14“: ,i
Sim(T,7") = 22=12a=140p lg)

m.n
This work motivated us to find similar transactions in transactional database.
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Table 2 : Example transaction database

[ Transaction | Items

T, [ABCDE

15 GHIIE

i ACGIJE

| 7 ADHIE

T ABCDF
e GHITF

T ACGIF

[T [ADHIF I

7 ronSimilariey (L) |CUI + TransactionMatch(M, N, Similarity Matrix)
ransactionSimilarity(i,j) = == -
|Ti] + |T]]
Z

Demonstration of Transaction Similarity: Let us suppose. we are considering two transactions 75 and Ty
from Table 2:

I=ACGJEand T-=ADHIF

We have two ftems in common between Thand 75, therefore regular similarity measures will result in a
2/5 = 0.4 value. Now if we look at the items which appear in only one of the transactions. [C. G, E] in 75
and [D. H . F] in Tz, We can observe that C-D, G-H and E-F are very similar items. Therefore we try to
predict how similar is 7 and 7% using this information - they have 2 items in common and the other 3
items have a 80% similar counterpart in the other transaction.

TransactionMarch(|C.G E][DHF) =08 + 0.8+ 0.8=24
Using these values, TransactionSimilarity = (2 + 2.4)/5 =088

4, Experimental Results

In this section, the performance study ol the proposed algorithms will be evaluated under different
performance metrics. Among the 7 datasets we experimented on 5 were collected from the spmf data
mining repository [10] and the snake and UKRetail datasets were collected separately.

All the proposed algorithms were implemented in python and experiments were performed in Windows
environment {Windows 10), on a 8th gen core-i7 intel processor which operates at 1.6GHz with 16 GB of
memory. First. We demonstrate how we discover interesting knowledge in databases. Then we compare
the runtime and memory complexity.

4.1 Similarity between Transactions

4.1.1 Foodmart

Foodmart s a sparse dataset containing 4141 customer transactions from a retail store, obtained and

transformed from the SQL-Server 2000, having 1559 distinet items. In this dataset, we get a similarity
value of 1 for 55 pairs of transactions, with a maximum length of 6.
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Among the partially similar transactions, we gel @ maximum similarity of 0.78 between transaction 477
and 2402, Both of these transactions are of length 8 and they differ in only 1 item. ltem 1170 appears i
only Transaction 477 and item 756 appears only in Transaction 2402.

The two transactions are
Transaction 477: 1043 1365 1542 1426 217 727 1170 1399
Transaction 2402: 1043 1363 1342 1426 217 727 756 1399

Aswe can see they have 7 ilems in common with an average length of 8. lere the two distinet items are
1170 and 756. which represent two different product’s productiD.

4.1.2 UKRetail

This data set contains all the transactions occurring between 01/12/2010 and 09/12/2011 for a TK-based
and registered non-store online retail. The company mainly sells unique all-occasion gifts. Many
customets of the company are wholesalers. ITere we have a large number of transactions which have a
perfect similarity value which is expected from a retail shop.

As there are 4069 items and many | or 2 length transactions, 3148 transactions among the 5350
transactions are totally unique, that means they do not have even a single item in common. Among the
partially similar transactions, we have a maximum similarity value of 0.9375 between transaction 3162
and 4900, Both of these transactions have Length 33 and contain 32 distinet items which are common to
both of them. The only difference between these two transactions is Transaction 3162 has item 2872
twice and Transaction 4900 has it once. On the other hand. 1356 appears twice in Transaction 4900 and
once in Transaction 3162,

Transaction 3162: 1356 2803 758 2 1795 2609 2611 1104 1095 1101 3882 1011 897 896 894 1648 527
S26 594 3838 2873 2872 2870 2392 2458 2452 2469 2466 944 945 046 978 2872

Transaction 4900; 1356 2803 758 2 1795 2609 2611 1104 1095 1101 3882 1011 897 896 8§94 1648 527
526 594 3838 2873 2872 2870 2392 2458 2452 2469 2466 944 945 946 978 1350

We have sorted the transactions to casily demanstrate the similarity, We can see that the only difference
is in the last iten, this is why this pair has a very high similarity value.

4.1.3 Sign

For the sign dataset, we have a total of 266,085 pairs of transactions as there are 730 transactions. Amaong
these we have 0 pairs with no similarity, we do not have any pairs in the 0.8 to [ range and no
transactions with a similarity of 1. So there are no two duplicate transactions.

This is supportive to our intuition that a dataset of sign language utterance will not have any duplicates
and is expected to have some parts in common for most of the pairs.

We also ran our experiment in the snake dataset, mushroom dataset, chess datasel and the leviathan
dataset. All these results, listed in Table 3 indicate that our similarity measure can discaver similarity
irrespective of the nature of the dataset.

4.2 Distribution over Similarity Ranges

The number of transaction pairs in each of the similarily ranges is an important characteristic of a dataset.
We can analyze the inherent characteristics of a dataset based on the distribution of transaction pairs for
different similarity ranzes.

Fig. 1 represents the distribution of transactions for Foodmart, UkRetail and Snake Dataset. The X-axis

represent the similanity ranges : negligible similarity between [0,001], similarity ranges with an interval
of 0.2 and perfect similarity with similarity value 1 and in the Y-axis we represent the percentage of
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transaction pair which fall in a particular similarity range. Therefore a higher bar at a particular similarity
range for a dataset means a larger portion of transaction pairs have similarity value which falls in that
range.

As we can see from the figure, majority of the transaction pairs are in the range 0 to 0.4. Foodmart and
UKRetail have thousands of items that is why almost all of the transaction pairs fall within the 0 to 0.2
range. In the foodmart dataset, among the 4141 transactions, we gel around 17 million transaction pair
combinations. As our measure 1s symimetric. we calculate around 8.5 million combinations and among
those 846 million combinations have similarity value below (L.001. This is because it has very short
transactions and around 1359 items. But in UkRetail, we have transactions of various length and there are
around 84 thousand transactions with perfect similarity whichis expected from a market basket data.

In the Snake dataset, most of the transaction pairs should be partially similar because it has a small
number of 1tems and it has very long transactions with just 20 items. This is clearly reflected in our
analysis-it has most of the transaction pairs within the similarity range 0.001 to 0.4.

Similarly. Fig. 2 represents the distribution of fransactions for Chess. Mushroom and Sign dataset. We
observe that majority of the transactions are in the range 0.2 to 0.8, because these 3 datasets have a small
number of items, 50 it 1§ expected that most of the transactions will share a number of items. Moreover,
according to the nature of these datasets there should not be many duplicates- this is also represented in
our experiment as there is no duplicate for chess and sign dataset.
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Table 3 : Number of transaction pair in each similarity range
Dataset | Items | [0,0.001] | [o.001. [0.200. [ (04000599  [0.600,0.799] | [0.800,0.999] | 1.000
- o juassp | 0399) | ] o
[odmirt 1559 R A66,135 98,295 6,995 3(1‘ 1 '25_ ﬂ— L _55
Snuke 20 06 | 5540 | 6534 | 785 101 ET) |
Sign |22 [0 L0 | 228967 | 26074 33 0 o
UKRemil | 4,069 | 9905826 | 4285300 | 7.294 | 20475 172 2 84,157
Mushroom | 138 | 0 1496846 | 25510821 | 3.087.964 3029405 | 284,992 293
Chess 5|0 I 204911 | 2,626,990 2104794 [ 168914 [0
Leviathan | 9.493 | 2971467 | 14.086.498 | 6.796 | 81 19 0 K
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Runtime Analysis: There arc numerous algorithms to measure correlations and similarities between
patterns. Qur algorithm is not comparable to those because we do not have to mine patterns first 1o mine
the correlations or similarities. The runtime of our algorithm mainly depends on the number of
transactions in 4 dataset and the length of those transactions.

It we have N transactions in a dataset, generally, we have 1o caleulate N*N similarities. But as our
measure is symmetric, we have to analyze only half of those because Similarity(A,A)=l and

nin+1)

Similarity(A.B)=Similarity(B.A). Therefore, we calculate —— similarities and the complexity of our

algorithm is ().
This is further reduced if we prune similarities below a certan thresholds. Then we can skip calculating
similarities for uninteresting transaction combinations. We can apply multiple optimization techniques
for this. Even without any optimization. our algorithm caleulated 14 million transaction combination
similarity in just around 200 seconds in a windows PC,

Memory Analysis: As our measure is symmetric we do not need to store the complete N*N matrix of

similarilies, we ¢an store

nin+1)

similarities. The amount of memory required by our program depends on |

the average length of transactions, number of distinct items and number of transactions. For calculating
14 million transaction combinations in UKRetail, our algorithm took only 646MB of memory and this
can be optimized further if we implement the memory manipulation in C++.

5. Conclusion

Measuring similarity in transactional database can result in the discovery of multiple dimensions of
interesting knowledge. But existing measures do not measure the contextual similarity of items properly.
because when comparing two items. they da not consider the similarity between the transactions where
one of them appears. Thus we proposed an algorithm to measure similarity between two transactions,
Measuring similarity between transactions in trunsactional database has numerous use cases. The
experiments demonstrate that it can be caleulated very quickly even for larger datasets and 1t is an
effective measure across different contexts. We validate our claim with empirical results across real life -

datasets.
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Abstract: The performance of software is disturbing in digitalization era, which has the ability to stop the
everyday life activities of a digitalization arca. Therefore, an carlier prediction of software performance
could play an important role to save human times as well as daily life activitics. The signs of reliubility
along with coverage and cfficiency in system could be considered as a way to predict the software
performance. These factors cannot be determined accurately because of the presence of various types of
uncertaintics, Therefore, this thesis presents a beliel rule based expert system (BRBES) which has the
capacity to calenlate sofiware performance under uncertainty. Chronological data of difTerent saftwure
performance of the modern fechnology with specific reference to reliability as well as coverage and
efficiency have been measured in validating the BRBES. The dependability of our projected BRBES's
output is calculated in contrast with Artificial Neural Networks (ANN) based system and Fuzzy Logic
Based Expert System (FLBES) , whereas our BRBESs results are found more dependable than that of ANN
and FLBES . Therefore, this BRBES can be measured to calculate the incidence of a software performance
in a area by taking account of the facts. related to the reliability, coverage and efficiency.

Keywords: Software, Uncertainty, Prediction, Expert system. Belief rule base.

1. Introduction

Most software performance problems and their complexity can be arised by the occurrence of the
functional properties of the software. Most of the performance, which bring immense sufferings to the
human work. can be noticed before their occurrence. Examples of such functional problems are Poor
response time, Long Load time, Poor scalability, Bottlenecking and many others. It is fundamental to
evaluate software performance since the early stages of the software lifecycle to reduce the risk of
performance failures. In fact, experience shows that “performance problems are most often due to
inappropriate architectural choices, rather than inefficient coding™ [1].In extreme cases problems may be

© g0 severe to require considerable redesign and reimplementation, or even project failure [2]. Software

performance evaluation is the process of predicting (early in the software development process) or
assessing (towards the end of the development process) whether a software system is able to meel
established performance objectives [3]. A software performance system can be defined using appropriate
abstractions of the system structure and functions, The earliest explanation providing this information is
Software Architecture (SA). defined as “the organization or structures of the system. which comprises
software components, the supetficially observable properties of those components. and the relations
among them” [4].

Therefore, the prediction of software before its performances drew significant attention. In [5]. certain
criteria were suggested to identify the efficiency, compliance, and coverage of software. However, the
prediction of software is recognized as yet to be solved problem of Computer science. although the
performance of software features and computing resources has been investigated by the researchers of
different countries for long time [6][7][8]. The performance and knowledge-based models have been
widely preferred to predict software performance [7]. Queuing Network [9] Stochastic Process Algebra
[10] and Stochastic Timed Petri Net[11] are the examples of performance models, In the performance
model, different precursors are used to enable the short term prediction. Since the working environment is
chaotic and complex, the short term prediction is inappropriate.
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Tuble 1: Software performance uncertainty factors
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However, the knowledee-based models used the prior information in predicting software performance.
Soltware transferability [12] and Adaptive svstem charncteristics |13] are the examples of such models,
The other categorics of this model consist of the approaches. which have been developed by using
effictency along with information related to the toverage and teliability 16 prediet the software
performance [14]. The aceuracy of the prediction models depends on their capability of addressing various
lypes of uncertainty, those exist with the signs of reliability as well as with the coverage and cfficiency as
illustrated in Table 1 [15],

An expert system can be thought of suitable substitute while there is an absence of algorithmic solution to
a problem [16]. The software performance prediction is an instance of such a problem due to its involving
complexity, multiple factors, often hard to caleulate with accuracy. BRBESs (Belief Rule Based Expert
Systems) are measured as the suitable candidates to apply in this type of complex problem [17]. Therefore, a
BRBES with the capability of evaluating software performance by considering the reliability along with the
coverage and efficiency 1s presented in this article.

The article is prepared in the following way. The present part introduces the significance of software
performance and the possibility to predict such events. The literature review is enclosed in part 11, while the
BRBESs methodology is discussed in part 1L Part IV presents our proposed BRBES to predict software
performance. Results and discussions are elaborated in part V. while part VI concludes the article with an
suggestion of future work

2. Related work

Software Performarice prediction is an important area of research, which is evident from the presence of
various types of systems, available in the literature [6][7][&][9]. Graph tansformation based methads.
including UML{Unified Modelling Language) and LON(Layered Queuing Networks) techniques are widely
used to predict the soltware performance with high aceuracy [18]. The LON notation was developed as a
mixture of Stochastic Rendezvous' Networks and the Method of Layers presented in [19] to predict the
software performance, which include software and hardware resources.

Extended Queuing Networks (EQN)[20] was also used to predict software performance.  Software
performance-related information using extensions defined in the “UML outline for Performance,
Schedulability and Time™ [21]. Generic process, based on the Performance of Software Engineering
approach [22] described in [23]. In this system. Software performance assessment requires a systematic,
inclusive process to distinguish the dynamic behaviour of a software system in quantitative terms.
Arehitecture level software performance abstraction [24]. In this systen, investigation of performance is
restricted. Proxy Implementing Intelligence techniques [25].1n this system, newly emerging research area.
Expressivencss of performance [26]. In this system. Low Accuracy. Model-based software perlormance
prediction. In this system. significantly evalvated the benefits and nceds further validation.  The
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performance of this systein is hetter than that of human experts, However, reluationship rule itself is a binary
approach and therefore, uncertainty 1ssues cannol be resolute by this approach [27].

Online survey, the non-functional requirements are measured as the important soliware performance
prediction parameter [28], The observation of activities of some parameter helps to predict software
performance, The cause for this parameters have better perceiving control than person. The integration of
Al methods such as expert systems could generate better caleulation result in terms of correctness.

Hence, trom the over it can be argued that all the software performance parameters as illustrated 1n Table |
have not been considered by any of the systems in an integrated framework. Fuzzy logic based approaches
are in capable of managing all categories of uncertainty having software performance elements as illusirated
in Table 1. especially ignorance, inconsistency and incompleteness both i the process of inference
mechanisms nd knowledee representation. On the contrary, BRBESs have the capability to represent the
types of uncertainty as illustrated in Table 1 both in the mference processes as well as in the knowledge base
[29][30] in an integrated framework. thus. the next part will introduce the BRBESs methodology.

3. Overview of Brbess Method

The BRBES's method represents uncertain knowledge, while it considers a fow of steps in the inference
procedure. This is elaborated below.

3.1 A schema to represent uncertain knowledge

Belief rules are used to represent uncertain knowledge, where a belief structure is used in the consequent pan
of cach rule as shown in Eq. (1), Antecedent aftributes are associated with the antecedent part with their
referential categories as can be seen in Eq. (1), Thus, belief rules can be considered an up-gradation of
classical [F-THEN rules.

s o ol s ol e o ik
I(K RV/IAY ‘,:.s..fll, JovgX 58 _-13 T e Y Tk I8 .-17}\. ;

THENYD  is ( ID 5 is B )\ el 15 B )}
I

Ry ./‘J'J.;._ 20\ }'=1ﬁﬂ'u‘ <

with arule weight t] i

and attriluires weighf.wcii .\63 ..,..'r)'n deeld L (f)

Where the Kth rule consists of Tk attributes in the left side of the rule. Each attribute of the left part of the
Kth rule is associated with referential category, For example, AKi represents the referential category of the
X1 attribute,

A rule is said to be complete if the summation of all the helief degrees related with cach referential catcgory
of the consequent attribute of the attribute becomes 717 On the contrary, it is considered as incomplere.

A belief rule base comprises L rules. Fig. | represents a multilevel BRB framework. developed by taking the
context of the software performance prediction parameters as shown in Table 1. This BRB framework
consists of 4 BRBs, namely D10, D11, D12 and D13, The bottom level BRBs are D10, DI Tand D12, while
the top level BRB is D13, The leaf nodes of D12BRB are the attributes of the antecedent part of the rules
considered in this belief rule base, while D12 is the attribute of the consequent part. Eq. (2) can be used 10
compute the number of rules in D12BRB.

v .

[' = l—L'_-IJ' ‘?)

Where I, 1s the referential categories related with antecedent attribute of a rule, while L denotes the number of
rules available in a BRB.

If each leal node of "D12BRB contains three referential values. then by using Fq. (2}, the value of L will
beconie (3*3*%3) =27,

Hg. (3} illustrates the example of a rule associated with D13BRB,
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From Eq. ) it can be sgen that belie! degree 0% 18 embedded with “Low’, 40% with Mediom and, 60%
with "High™

3.2. BRBES'S [nference N echanism
3,21 Input Trans_fﬂrmatian

The value of an antecedent aitribute can be n'anst'urmud by finding its matehing degrees 10 the referential
values by using Eqs. (4) and (5) {291

As"C orrectnesy’ (DY) 15 jdentified as “Low', then this Tinguistic variable is given @ weight of 10% by an
expert. Sinee the utitity vatue for “Low™ is micasured 85 (7, for spfedium” a4 “5(" and for “High”as ™ po0™

oth in Fs. (4 and (3), s weighted value 10% will be n the range of 50.
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Figure 1t The BRB framework for evaluating software performance
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IF(M value= Input value= L value) THEN (3)

M value - Input value

Low =
M value - L value

Medium = | — Low,
ITigh = 0.0

Therefore. in this case Eq. (5) will be applied. otherwise Eq. (4). Thus, by applying Eq. (5). the matching
degrees for this input data (low) can be obtamed for Low as 0.8 (Low = (30 130 0= 0.8) for "Medium™
as 0.2 (Medium = 1 0.8 = 0.2) and for High as 70", which are illustrated (see Table 2). When the
referential categories are assigned with matching degrees then the rule is called packet antecedent and
hence, 1t is vonsidered as active.

3.2.2 Rule Activation Weight calculation

The activation weight caleulation of a rule comprises calculating the combined matching degree, which is
obtained by using Eq. (6) as well as by caleulating aetivation weight, which is obtained by applying Eq,
(Ty]211.

Table2:Input transformation

| Antccedent  [Antecedent | Malching
Name Value Degree High | Medium | Low
Correctness (D1)| Low 10% 0.0 (02 0.8
T kY 1
a-‘c = F5t (ar ) (GJ

where a is the combined matching degree.

) Trh ok ik .
o, = :}J.a#_: '9:'. n‘_|(.0'| ) . -.§£r _ {.’ih —
Lo g Zi‘__:l 0, {”;1 [(r_,.’ ) "I max 0y |

where dy, is the normalized antecedent attribute weight, obtained by dividing the individual antecedent
attribute weight by the summation of all antecedent attribute weights of a rule. Hence. its value should be in
between 0 to 1.

From Table 3, it can be observed that rule “6” consists of three antecedent attributes with their individual
matching degrees, which need o be conibined, by applying Eq. (6). The importance of this rule to caleulate
the Reliability can be acquired by applying Eq. (7). The implication of this value is that this rule has an
important impact in getting the result or it is greatly perceptive.

Table 3: Rule activation weight calculation with combined matching degree

Rule
Rule Antecedent Consequent Combined Activation
Matching
Id D1 D2 D3 H [ M]|L Degree Weight
6 | L0y M (0.6} HO7) | 0.1] 0.6 0.3 0.015 |

3.2.3 Maodified Belief Degree
This phenomenon can be considered as ignorance. In this state, the degree of belief of the original BRB

needs to be modified. which can be obtained by using Fy. (8).
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Where

e JI Lif Fisused in defining R, (t=1,...,T, )

O l 0, otherwise

Here. f8, is the initially assigned degree of belief. while £, is the modified degree of belief,

From Table 4, it can be observed that the original belief degrees of rule no. 6 have been modified since
the input data of "Correctness” antecedent attribute is absent. The updated values of the belief degrees arc
obtained by applying Eq. (8).

Table 4: Belief Degrees Update

Rule ID High Medium Low Activation Weight
Initial 0.1 0.6 0.3 l
[
Muodified 0.08 0,34 0.6 0.095 J

3.2.4 Rule Aggregation

The rules of BRB need 10 be aggregated to obtain output data in response to the input data. As an instance,
the input data of D12BRB consists of [D1=Low, D2 = Medium, and D3 = High]. The output value. i.e. the
value of D12 consequent attribute, needs to be caleulated in response to these input data, which can be
achicved by aggregating the rules associated with DI12BRB, The ER (Evidential Reasoning) inference
mechanism is applied to oblain this overall caleulative value in terms of fuzzy values. There are two forms
of ER, namely, analytical and recursive. The analytical FR is measured 1o reduce the computational
complexity as shown in Egs. (9) and (10).

welif oy o S b -"”E#(" o 5 1 B J

I—ux [”f:f‘;_ka

4

—

- A i [ o N ; L ( = N )
E Z{ﬂ*__,mm“ blmay B0 P (N = )Tl -y _}zfﬁH (10
=

where illustrates the degree of belief related to the attribute of consequent referential cate ory. By
i £ g EOry. B

applying Eq. (9) for the input values of DI2BRB, the calculated value for the consequent attribute D127,
which is obtained, consisting of (H, 0.3). (M, 0.7), (L. 0). By applying Eq. (11) the erisp value can be
determined ugainst the fuzzy values.

-}}f” = ZJ?—J’ DH % ﬁu (ni) (1 ])

where the expected numerical value is referred by ¥,, whereas each referential values's utility score is
denoted by Dn. By considering the utility score for "High* as 10, for "Medium* as 7. and for "Low* as 0.
the fuzzy values of D12 are converted into a numerical value, obtained as (10 * 0.09) +(7*0.34)+ (0 *
0.6)=3.28,

4. BRBES’ to Fvaluate Software Performance

4.1 BRBES® Design, Architecture and Implementation
The BRBES consists of a three-layer architecture, which comprises interface layer, inference procedures,
and knowledge-base layers as can be seen in Fig. 2.
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Lser Interface

[Interface Layer] [HTML, CSS, PHP] J

xll’H_I". JavaSaript]
Inference Procedures

:D IQuery ]

l [Knowledge base Layer] [MySQL |

Knowledge Base | Woiking Storage (Store

(Ininal BRE) | Svstem Data)

Fig. 2: BRBES architecture

Since the structure is web-based. different weh programming tools such as HTML, PHP and CSS are
considered to eonstruct the scheme interface. The inference level consists of different inference procedures of
BRBES as discussed in the previous part. This layer has been developed by using JavaScript, PHP, and
JQuery. For ease and shorter development cycles, PHP has been considered. To make the client side
performance dynamic, and used JavaScript, which maintains the relation between the interface layers and
inference. In contrast, JQuery has been considered to maintain the connection between the inference lavers
and knowledge-base. The BRBES's knowledge-base is developed using MySQL because of its flexibility.
The prefiminary BRB is also stored in MySQL. In addition, MySQL facilitates rapid data access and provides
required security.

4.2 Knowledge Base Structure

The multi-level BRB structure is considered in consultation with domain experts. This structure is considered
as the initial point to construct the knowledge-base. A BRB can be constructed by applying different
approaches consisting of using knowledge of an expert. applying previous rules, examining previous data as
well as creating casual rules. Here, attributes and rules are assumed to contain identical weight significance.
“DI2BRB" is illustrated in Table 5.

4.3 BRBES Interface

Fig. 3 shows the main interface of the scheme, while there are other interfaces to input data of the leaf nodes
variables of Fig. | from the users. From Fig..3 it can be observed that for the certain input data of three leal
nodes (D1, D2, D3) of “DI2BRB™, the fuzzy values of the root node D12 ie. “Correctness” have been
obtained as (High, 73,6%), (Medium, 26.4%) and (Low, (.00%). Using (11), this fuzzy value of D13 has been
transformed into a numerical or crisp value. which is obtained as 85.027% as shown in Fig. 3. Here. one
interesting finding is the fuzzy values of the mid-level nodes, which are D107, “D11" and “D12" can also be
converted into crisp values by using (11) and these can be used as the input data to the top level BRB, which
is "DI3BRB". In this way, a co-relation between the strength of software performance and the reliability,
coverage and efficiency can be established by using this BRBES.
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Table 5: Initial BRB for DI2ZBRB

IF Antecedent THEN Consequent
Rule Id Rule Weight 7[”“])2“])3 " e
! | H*H"H (H, 1.0% (M, 0.0). (L, 0.0
2 i HAHAM (11, 0.0), (M, 1.0), (L, 0.0)
1 1 H"H"L (H, 0.6), (M, 0.3),(L, 0.1)
Bl | H*M"H (i-l. 0.5), (M, 0.4, (L. 0.1)
5 1 | MM (H, 0.4), (M. 0.3). (L, 0.3)
. f | HAM*L - (H, 0.3), (M. 0.2). (L. 0.5)
27 1 | LALAL (H, 0.0).(M, 0.0), (L., L.OY

An Investigation in o the pravision of a dacision support system t evaluate softwars performance under uncerainty

LRty

Fig. 3: BRB interface

5. Results and Discussions

The dependability and the accuracy of the system has been determined by considering 125 datasets of different
software around the technological world. These datasets are associated with the leal nodes of the system
structure as illustrated in Fig. |, For simplicity, Table 6 illustrates datasets of 10 software, where columns 2—
10 show the data of the leaf nodes, while column 11 shows the BRBES generated results in term of crisp
value, Column 12 of Table 6 shows the original result of software performance. Fig. 4 illustrates the
performance of software with a amount of 8.6, occurred, at DataSoft.com in Bangladesh. It is interesting to
note that the BRBES generated software performance result for this software performance is 8,396, which is
very close to the original software performance amount. BRBES's generated results were also compared with
the Fuzzy Logic-based Expert System (FLBES). The output generated by FLBES for the same software is
found as 8.19, which is far away from the software original data. In Table 6, column 13 illustrates the FLBES
generated results.
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'I'able 6: Software performance prediction results generated by BRBES and FLBES along with original

results
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Finally. an ANN based System was also developed. Tts results are shown in column 14 of Table 6. The result
of the same software by using this system is found as 8.11, which is also far away from the origmal data.

Table 7: Dependability comparison among four systems Area Under Curve

Asymptotic Y5% Confidence Interval

System Lower Bound Upper Bound
Original 0.735 0376 0.872
BRBES 0.979 0.941 L.000
FLBES 0.769 01.689 (1.928
ANN 0.872 (.782 (.962

When a software performance with more than “6.8” is found then the benchmark value is considered as 1,
otherwise 1t is considered as “0". Column 15 of Table 6 shows the benchmark data, which has also been
used to generate ROC curves. SPSS 23 has been used to generate the ROC curves.

Fig. 5 illustrates the ROC curves representing a comparison of dependability among the BRBES. ANN,
FLBES and the origingl data, obtained mainly by using the classical models. ROC curve with green line
represents BRBES results while with purple line represents ANN; gray line represents FLBES while blue
line represents original data. Table 7 illustrates the AUC for BRBES, ANN, FLBES and original data which
are (.979, 0,872, 0,769 and 0.735 respectively. Therefore, it can be argued that the dependability of software
performance prediction of BRBES is better than that of original data because later obtained by using
classical models which are not developed by taking account of different categories of uncertainty related
with the different varfubles of software performance. On the contrary, the FLBESs only considers
uncertainties due to vagueness, ambiouity and imprecision in their knowledge representation scheme.
Therefore, the uncertamties due to randomness, ignorance and incompleteness. which are noticed in Table |
with the software performance variables, are nol considered in FLBES. On the other hand, the BRBES
considers all categories of uncertainties associated with 4 knowledge representation schema and an inference
mechanism which are found i Table 1. Thus. the BRBES™s owputs are found reliable in comparison io
FLBES as evident from Figure § and Table 7. Here, an interesting observation can be noticed that ANN
based systems consider only one learning parameter ie. weight. while BRBESs consisting of learning
parameters male weight, attribute weight and degree of belief [31]. Additionally, ANN represents black-box
type of system, which is not concerned with the different types of uncertainties related with variables of
software performance as illustraled m Table 1. Hence, ANN based system’s outputs are not found reliable
thar from BRBES which can be seen from Table 7 and Fig. 3.
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Fig. 5: ROC curves comparing dependability among BRBES ANN, FLBES and original result

6. Conclusion

The design, development as well as the applications of a BRBES Lo evaluate softwarc performance from the
relinbility, coverage and from cfficiency are presented throughout this article. A comparison of the BRBES's
results with ANN, FLBES, and original data has been carried out. It can be noticed that BRBES™ outputs are
found dependable in comparison to ANN. FLBES and original data. As BRBES considers various categories
of uncertainties related with the variables of reliability as well as with the coverage and efficiency. The
BRBES, presented, in this paper is an example of a multilevel BRBES which allows the generation of various
scenarios of software performance predictions. For example, the efficiency can be predicted alone before
software performance occurrence. In the same way. both coverage and efficiency can be analyzed before
software performance oceurrence. In this way. the BRBES allows the investigation of possible software
performance from a variety of perspectives and hence, the decision-makers could take appropriate measures
to diminish the risk of software performance in a digitalization working area. Finally, by using the BRBES an
aggregated calculative view of software performance amount can be obtained, Such a BRBES can easily be
used to predict the software performunce by looking at the reliability by anyone where there 1s a availability
of Internet since the system is web-based. The real time software performance prediction could be Possible if
the input data can be acquired by deploying wireless sensor network technologies in a region [32].
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